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Preface

I first heard of connectionism in 1982, when I began studying cog-
nitive psychology. I had read Edward deBono’s pioneering work, The
Mechanism of Mind, twenty years earlier, and I had found it fascinating, but
at that time the term “connectionism” had not yet been invented. When I
learned about semantic networks, in which concepts were represented as
points connected by links of various sorts, it seemed to me that concepts
were much too rich to be described as mere points. Instead, I imagined
them as long tangled threads meandering around in several dimensions,
and I imagined the links between the concepts as the points where these
threads met.

When I described this image to my cognitive psychology professor,
Benny Shanon, hesaid, “That’s the new theory everyone is talking about —
it’s called connectionism.” He had just ordered the brand-new book on
the topic, Hinton and Anderson’s collection of papers, Parallel Models of
Associative Memory, and was waiting for it to arrive. When the book came
we spent a lot of time arguing over who should get to read it first. Each of
us would take it home for a week or two and try to read a few pages, then
give it to the other for the next week or two. On the one hand, the new
ideas were fascinating, but on the other, they were very difficult to grasp.

Over the years since then I have read a great many papers on connec-
tionism, but none of them was easy enough to recommend to a beginner.
Even the few “introductory” textbooks that have been published on the
topic require a great deal of prior knowledge, mainly of advanced mathe-
matics and computer programming. After searching in vain for a clear,
simple introduction to this difficult topic, I finally decided that I would
have to write it myself. This book is the result of that decision.

Originally I thought of connectionism as a theory of the “mind-
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brain,” as if mind and brain were simply two sides of one coin. After long
discussions with my philosophy professor, Avishai Margalit, I began to
realize that mind and brain must be thought of as two separate entities,
no matter how closely they may be entwined. The mind is not just an
aspect of the brain, but a product of the interaction between the human
organism and the environment. Still, the brain is a most important factor
in shaping the mind, and so understanding the way this shaping takes
place is of utmost significance in understanding human thought pro-
cesses. The present book is thus devoted to this task.

I would like to thank my psycholinguistics professor I. M. Schlesinger
and my research methods professors Maya Bar-Hillel, Ruma Falk and
Yaakov Schul, as well as the two abovementioned professors, for teaching
me how to think critically about both experimental results and theoreti-
cal pronouncements. My thanks also go to Benny Shanon and philosophy
professor Avital Wohlman for comments on the manuscript of this book.

My daughter, Shifra Glick, not only read the manuscript but also drew
the cartoons. I greatly appreciate her contribution. Various other family
members and friends supported me throughout the writing of the book,
and I thank them all.

Naomi Goldblum
Jerusalem
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Introduction

How is the brain related to the mind? Do our minds work like com-
puters? Can science’s new knowledge about the brain tell us anything of
importance about the way our minds work? How can a three-pound mass
of tiny jelly-like blobs connected by vast numbers of microscopic fila-
ments be the basis of all our thoughts, feelings, memories, hopes, inten-
tions, knowledge? Will all the new knowledge scientists are gaining
about our brains enable them to read our minds with electronic devices?

There is a new way of thinking about the mind and the brain which
takes it for granted that the human mind is inseparable from the human
body. Since the evidence indicates that the center of our mental activities
is the brain, the advocates of this approach try to understand the func-
tioning of the mind on the basis of what we know about the functioning
of the brain. This new scientific paradigm has led to the construction of
new theories and models of the mind which are variously known as con-
nectionist theories, or neural network models, or theories of parallel dis-
tributed processing (PDP). Although some of the ideas on which these
new theories are based have been around for over a century, the detailed
working out of these models began only in the 1970s.

These new ideas are called connectionist theories because they claim
that our mental processes and capacities — how we perceive what is out
there in the world, how our knowledge about these things is organized,
how we combine all this information to draw new conclusions, how we
decide what to do next in order to get what we want— can be explained on
the basis of what is known about the multiple interconnections between
the neurons, or nerve cells, in the brain. They are called neural network
models because they present detailed computer models of how intercon-
nected units can work together to form networks analogous to those in
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the brain. And they are called theories of parallel distributed processing
because they claim that a variety of mental operations are carried out at
the same time, in parallel, and that these operations are distributed over
large numbers of units rather than occurring within individual units sep-
arately. Each of these concepts will be explained in detail shortly, but first
I would like to say a little more about the relation between the mind and
the brain.

How are the mind and the brain related?

The connectionist view is based on the idea that there can be different
levels of explanation for talking about the same thing. The concept of
levels of explanation is well known in such disciplines as physics. For
example, there is a difference between the level of our ordinary talk about
tables and the atomic level of description. In our ordinary way of talking,
a table is a solid object that entirely fills the space it is in and can have a
smooth surface with no bumps on it. On the atomic level, in contrast,
there is a great deal of empty space between the atoms that make up the
table, and since these atoms are constantly jiggling around, there is no
clear boundary between the top of the table and the air above it.

Similarly, there are both a mental and a physical level of explanation
for talking about human mental functions. When we use the word
“mind,” we are on the mental level of explanation. It is on this level that
we talk about seeing a sunset, remembering our trip to the Grand
Canyon, knowing that a canary is a bird, and knowing how to tie our
shoelaces. When we use the word “brain,” we are on the physical level of
explanation. On this level we can talk about individual nerve cells firing
when they are activated by other nerve cells, the arrangement of nerve
cells into columns in certain parts of the cortex, and the fibers that link
one part of the cortex with another. But when we talk about red and blue
color receptors being activated in the visual cortex, or the supplementary
motor cortex sending electrical impulses to the primary motor cortex so
that the muscles in our hands will contract in a particular way in order to
cross one end of the shoelace over the other, we are combining two differ-
ent levels of explanation of the same event — the mental and the physical,
the mind and the brain. “Red” and “blue” are on the mental level of
explanation, “receptors” on the physical level.

In the field of perception almost all scientists use the physical level of
explanation in trying to understand the mental one. At least part of the
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explanation of the way we see requires an understanding of how the brain
processes the signals coming in from our eyes. In contrast, many scien-
tists working in the field of the higher mental processes — cognitive scien-
tists, who study such topics as memory, language processes and the
organization of concepts — claim that the mental level of explanation can
proceed independently of the physical level. Most of them agree that the
mind is inseparable from the brain, but they do not believe that it is neces-
sary to ground the mental level of explanation in the physical one. Some
cognitive scientists also claim that mental explanations of cognitive pro-
cesses should be the same whether the processes are taking place in a
human or a computer, for example; these researchers are often called stu-
dents of artificial intelligence, or AI for short.

In contrast, connectionists believe that it is helpful to make use of our
knowledge about the physical workings of the brain in our explanations
of cognitive processes. The connectionist level of explanation may be
thought of as a third level, intermediate between the mental and the phys-
ical ones. It is not identical to the physical level because it does not talk
about individual nerve cells firing and is not concerned with the physical
layout of the various parts of the brain. It is not identical to the mental
level because it does not talk about our concepts, say, as abstract things
that could be found in any entity that is able to process information.
Rather, connectionists propose a description of mental processes that
takes account of the physical structure of the brain and its interactions
with the environment. As we shall see throughout the book, they try to
explain how our concepts are formed, how they are related, and how they
are used by looking at how the neurons in the brain are connected with
one another and with the surrounding environment. Connectionists’
explanations of mental processes are thus based on what we know about
brain processes in much the same way as physicists’ explanations of the
different properties of wood and glass tables are based on the atomic com-
position of these materials.

How are connectionist explanations different from other
explanations of mental processes?

The key to the difference between connectionist explanations and those
given by other cognitive scientists, some of whom like to call themselves
“classical,” lies in the words “parallel” and “distributed” of the expres-
sion “parallel distributed processing.” Classical explanations of mental
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processes describe them as taking place serially, one after the other. A
good example is what is often called “memory search.” When you
actively and consciously search for a given memory, say, where you left
your credit card when you notice that it is missing, you do a serial search:
“Istarted out at the bookstore, then I went to the record shop, then to the
video rental. Since I was able to use my card in all these places, I must
have left it at the last one — the video rental.” This is the way conscious
memory searches take place, because we can focus on only one thing ata
time, so we have to do our thinking serially.

But most of the time we seem to remember things without any con-
scious search of our memory. You see an unusual fruit, try to think of its
name, and eventually “guava” just pops into your mind without any
awareness of a search. Classical descriptions of this sort of remembering
are modeled on conscious memory searches, due to an implicit assump-
tion that the two types of remembering are similar. According to the clas-
sical theory, what happens when you see this unusual fruit is that you
unconsciously go through a list of all the fruits you know and check each
one to see if it matches the one you are looking at. This would have to
occur very fast, of course, since “guava” pops into your mind fairly
quickly, but in theory there could be a series of very fast processes. In con-
trast, connectionists claim that the names of the fruits you know are all
activated to some degree when you see the guava. The more common
fruits are activated more quickly, so it takes a while for the sight of the
guava in front of you to make the word “guava” come to the forefront, but
eventually it does. This is called “parallel processing” because the names
of all the fruits are activated at the same time, in parallel, and no serial
search is needed. This is explained in detail in the central chapter of the
book, Chapter 5, “What are connectionist networksz”

The other important difference is embodied in the word “distributed.”
In classical explanations every concept, including “guava,” is stored in
one particular place in the mind. “Guava” is associated with “tropical”,
“fruit,” and its various other features, but these are separate concepts, as I
explain in Chapter 4, “Theories and models of how the mind functions.”
Connectionist explanations, in contrast, claim that every concept is made
up of many parts, so that “tropical” and “fruit” are actually part of the
concept “guava” rather than just being associated with it. This idea is
explained in detail in Chapter 5.

These different modes of explanation have had different degrees of
success in explaining different sorts of mental functions. The degree of
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success is often judged by how well the mental process can be modeled by
a computer program, as I explain in Chapter 4. Classical cognitive scien-
tists have had great success in making computer models of the sort of
things human beings generally find difficult, such as playing chess,
solving mathematical problems, diagnosing rare diseases, or finding
flaws in complicated machinery. These are processes that we often know
how to describe, things we do with a good deal of conscious awareness of
how we do them. Thus experts in these areas could tell classical computer
scientists how they did these things, and the computer people could
program their computers to do them just as well — or even better.

But when the computer scientists tried to get their digital computers
to do things humans do easily — such as making sense of simple stories
with obvious details left out, or looking at a two-dimensional picture and
seeing individual three-dimensional objects in it, or carrying on a sen-
sible conversation — they had a very difficult time. Part of the reason is
that we don’t really know how we do these things, since most of the work
is done outside conscious awareness. Another part of the reason is that
neither the brain nor the mind works like a digital computer.

The brain isn’t programmed by anyone; it grows and develops the abil-
ities it has. The brain does come equipped with its basic structure, but
this structure is constantly being changed by our experience in the world.
This is notlike changing a program on a computer, where the “hardware”
remains the same but the “software” changes. In the brain there is no dis-
tinction between “hardware” and “software.” Every change is a change of
hardware. Every time we learn something new, every time we see a new
scene, hear a new sentence or tune, touch a new fabric, taste a new dessert,
smell a new flower, the connections between the neurons in our brain
undergo some changes, and this constitutes a change in what we know—a
change in our mind.

Connectionists also use computer models, but they try to make them
work in a parallel distributed way. This involves trying to make comput-
ers be more like the brain instead of assuming that the brain works like a
computer. Chapter 8 describes some models of this sort.

Is the mind in any way like the Internet?

Instead of comparing the mind to a computer, it might be more useful to
compare it to the Internet. I am not saying that the mind is actually very
similar to the Internet, but only that there are some interesting aspects of
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the mind that can be appreciated more easily by comparing them with
properties of the Internet.

One of the most interesting properties of the Internet is the fact that it
is not hierarchical — it is not controlled at the top by anyone who tells
everyone else what to do. Instead, every part of the Internet can communi-
cate with every other part, sometimes directly and sometimes through
one or a few intermediate stations.

Connectionist theories claim that the brain, and therefore the mind,
works this way too. The various parts of the mind — its individual net-
works —are all interconnected in a vast web, each part of which can com-
municate with any other part. In most of the book I will be describing the
way the individual networks operate and how certain ones communicate
with other ones, but it is important to remember that the flow of informa-
tion can go in all directions. There is no “master” operator — no “DOS” —
that determines where the information should go or what should be done
with it when it gets there.

The mind does indeed have what is often called an “executive func-
tion,” which is responsible for such activities as planning ahead. But
although this function is generally in charge, it too can be overridden. My
“executive function” may have determined thatI will read a chapter of my
physics textbook this evening, but if my external senses tell the sensory
parts of my brain that the waterpipes in my kitchen have just burst, or if
my internal sensors tell the proprioceptive parts of my brain — the parts
that monitor internal states — that I am intensely thirsty, or if the personT
love tells me that we need some time together, I may temporarily abandon
my carefully thought-out study plans. And in case you are thinking that
there is some “super-executive” function which decides that the flooding
emergency is more important than studying physics, just think of the sit-
uation where you stop studying in order to watch a silly comedy on televi-
sion. Different parts of your mind are in conflict here, and which one wins
is not decided by some “super-judge”; the winner is simply the one that
manages to gain the upper hand at that particular moment.

Thus the “executive function” too is just one part of the mind among
many, all of which talk to each other incessantly and jointly direct our
actions. This is the most important way in which the mind is like the
Internet.



Introduction

What about consciousness?

The idea that there is no hierarchy in the mind is very similar to a notion
expounded by Daniel Dennett in his book Consciousness Explained. In this
book Dennett demonstrates that there is no one part of the brain in which
consciousness is “located,” because all the various parts work together to
produce our conscious experiences. The connectionist theories I describe
in the present book fit in well with Dennett’s ideas. However, they center
on specific areas of the brain, how they are organized internally, and how
they interact with other specific areas. They have not yet reached the point
where they can come to grips with the interplay of processes occurring in
many parts of the brain that probably underlies consciousness. Therefore
I will not be discussing the topic of consciousness in this book.

It is very likely, nevertheless, that someday connectionism will have
something interesting to say about consciousness, since I do not think
that it is some mysterious entity that cannot in principle be explained by
science. Iam convinced that consciousness is embodied primarily in brain
function, justlike all other aspects of the mind. In fact, there are a number
of possible scenarios that I can envisage if connectionists ever do try to
explain consciousness. They may end up agreeing with Dennett that the
concept of consciousness is not a particularly useful one for understand-
ing the mind. They may come to the conclusion that it is such a compli-
cated function of all the networks acting together that it is too difficult to
explain. They may find out that it is grounded in a different part of the
brain from the ones that hold the knowledge networks to be described in
the following chapters, and so operates in a different way. But whatever
may turn out to be the case for consciousness, I find that it is possible to
understand a great many things about how our minds function without
considering it. I shall therefore put aside the problem of consciousness in
the present book.

What about the emotions?

The mind is sometimes considered to include the emotions as well as the
intellect. In this book I will be discussing only the intellect, not the emo-
tions. I will use the word “mind” rather than “intellect” because “mind”
is the word that people generally use when they are speaking about such
human functions as classifying things into categories, speaking, under-
standing speech, solving problems and the like.
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It is possible that connectionist theory may turn out to apply to the
emotions as well as the intellect, but it is also possible that it may not
apply to the emotions. The reason for this is rooted in the structure of the
brain. The part of the brain that is organized into neural networks is the
cortex — the deeply folded outer part — which is primarily responsible for
perception, thinking and the planning of action. Therefore it makes sense
to use the properties of these neural networks to try to understand the
mental functions that involve mainly the cortex.

The emotions, in contrast, involve primarily the inner structures of
the brain, which are not organized in quite the same way. Thus rather dif-
ferent models may be needed to describe how the emotions work. Perhaps
network theory will someday be able to shed light on the human emo-
tions as well as the human intellect, but it has not yet done so. The discus-
sions in this book will therefore be limited to the intellectual functions of
the mind.

What questions does this book try to answer?

Some of the questions about our mental processes that connectionist the-
ories offer answers to, which I discuss in this book, are listed below.

Will scientists ever be able to read our minds? If we understand the
brain completely, will we be able to know what other people are thinking
by looking inside their brain? In what ways are the minds of different
people similar, and in what ways are they different? These questions are
discussed in Chapter 2.

How is the brain put together so as to serve as the basis for our mental
functions? What are the physical connections that allow us to form
mental associations between the different things we know about the
world? What are the physical bases of the changes in our minds that con-
stitute learning? These are some of the questions discussed in Chapter 3.

Chapter 4 discusses the following questions: What is the difference
between a theory and a model? What models were used to explain the
organization of our knowledge before connectionist theories were devel-
oped? How can computers help us understand the way our minds work
even though the mind doesn’t work like a computer?

The essence of connectionist theory is discussed in Chapter 5, with
emphasis on the following questions: How do we put things into catego-
ries? How do we know, for example, that the animal we are looking atis a
dogand not a cat? How are all the things we know about various animals



Introduction

connected with each other, so that we can instantly produce a long list of
properties of any animal, or provide the name of the animal from a
description of it?

Another central problem is how these connections form in the first
place. How do children learn the difference between a cat and a dog? Why
do some children call all four-legged animals “dog” or “horse” at first,
although they never call a bird “horse”? How do they later learn to distin-
guish between different types of dogs, and even between individual dogs?
These are some of the questions addressed in Chapter 6.

Of course, not all our mental associations are between objects and their
names or physical properties. We also know that various things are
related, such as mothers and fathers, or salt and pepper, or even proper-
ties of things, such as high and low, or sweet and sour. But how do we
know in what way these things are related? How do we know that a wolf-
hound is a kind of dog rather than a kind of wolf? Why do we say “dog”
and not “tiger” when we are asked for a word associated with “cat,” even
though cats and tigers are more closely related than cats and dogs? These
questions are discussed in Chapter 7.

What sort of experimental evidence is there that the models discussed
in this book actually describe what goes on in the human mind? Chapter 8
describes some of this evidence, including computer models of how chil-
dren learn to talk and how they learn the past tenses of verbs.

Chapter 9 discusses the difference between things we remember for a
long time and things we remember for only a little while. For example,
how do we know that today we had eggs for breakfast, even though we
usually have cereal, and why is it that next year we will still remember
that we had cereal for breakfast most of the time this year, but we will not
remember that we had eggs today? How do we remember before we go to
the bank that we have to go to the bank this morning, yet instantly after-
wards remember that we already performed this errand?

All the questions so far have involved the normal functioning of the
mind in the intact brain. What happens if this functioning is disrupted by
damage to the brain, such as that caused by strokes, head injuries or
degenerative diseases like Alzheimer’s? Chapter 10 discusses the different
sorts of dysfunction associated with each of these causes and the pros-
pects for regaining normal mental functioning in certain cases even if the
brain damage itself cannot be repaired.

Is there any way we can use all this knowledge to improve our mental
functioning in our daily lives? Can it help us study better, or teach others
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more effectively, or solve our personal problems? These and other practi-
cal implications of connectionist theory are discussed in Chapter 11.

Neural network models are still fairly speculative at this point.
Although the experimental evidence supports the theory that the brain
and the mind work in this parallel distributed manner, the evidence that
the mind works this way is rather less certain than the evidence with
regard to the brain. As a result, there has been much criticism of connec-
tionist theory, particularly by people who advocate other theories about
mental functioning that are less closely tied to the workings of the brain.
A sampling of these criticisms is presented in Chapter 12, together with
replies that have been offered by researchers in connectionist theory.

Despite the fact that connectionism has its critics, it does reflect one of
the most prevalent ways of thinking about the mind at the present time.
In my discussion of what the models imply about how the mind works, I
will therefore assume that they are true, and present their exciting impli-
cations by saying simply that this is what our minds do, rather than con-
tinually repeating that this is what the models say that our minds do.

In essence, although I describe a fairly simple neural network model in
some detail, my discussion of this model is not meant to be an end in
itself. Iseeit, rather, as a way of showing how our developing understand-
ing of how the brain works can help us understand some aspects of how
the mind works as well. Brain processes are only one of the forces that
shape the mind — it is also shaped by input from the environment, both
physical and social. Describing how these two types of forces interact
requires another book entirely.
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I have tried to keep the descriptions in this book clear and the explana-
tions simple, without losing sight of the essential points of this complex
subject. I hope you will enjoy this journey into what is not only the most
complex but, for me at least, also the most fascinating object in the uni-
verse.

11
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What the brain cannot tell us about the mind

Why should we base our theories about the mind on our knowledge
of how the brain functions? Why shouldn’t we study the mind as philoso-
phers and scientists did for centuries, by introspecting to find out how we
ourselves think and then asking other people questions to find out how
they think? Or if we want to be more scientific, and we can figure out how
to make a computer do what human beings do, why not assume that the
way the computer does it is the way humans do it too?

One reason is that there is a very great difference between our ability to
know what we are thinking and our ability to understand how this think-
ing takes place. We are aware mainly of the contents of our thoughts,
because this is the knowledge we need in order to be able to function. I
need to know that the object Iam looking at is an apple in order to know
thatIshould pickitand eat it rather than theleaf next to it. Ido not need
to know how I recognize it as an apple in order to eat it and be nourished.
Our consciousness has therefore evolved to be aware of what we are think-
ing, but not of how we go from one thought to another, or how we go from
a perception to a thought, or from a thought to an action.

But our minds at some point, perhaps at the time of the Greek philoso-
phers, began to consider the way they themselves work. As human beings,
we cannot be satisfied with just knowing facts about the world “outside”
ourselves. We want to understand how we think, how we come to know
what we know. The world “inside” our heads seems very different from
the world “outside,” and we long to find out how it operates. But since we
are not built to be able to get at this knowledge directly, we have sought
all sorts of indirect ways of finding it out.
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Dualists and monists

Many philosophers — most notably Descartes — have been so impressed by
the differences between what we sense when we observe the “outside”
world and what we sense when we turn “inward” to discover what is in
our minds that they are convinced that the “outer” and the “inner” con-
stitute two totally separate “worlds.” This is the dualist approach — the
belief that mind and body are two totally different aspects of existence.
Dualists believe that since the brain is a physical entity it has nothing to
teach us about the nonphysical mind. And because most of them do not
distinguish between the contents of our thoughts and the processes of
our thinking, they believe nothing we can learn about the brain will ever
be able to explain how our minds work.

Monists, on the other hand, believe that the mind and the brain are
one and the same, looked at from two different aspects, so that advances
in the study of the brain will eventually teach us all we need to know
about the workings of the mind. Many of them also do not make the dis-
tinction between the contents of our thoughts and the processes of our
thinking, and they believe that there is nothing about the mind that
would remain unknown if we knew all there was to know about the brain.

To me, however, this distinction seems crucial. I believe that we can
learn a great deal about how our minds work, about the processes of our
thinking, by studying the workings of the brain. The contents of our
minds, on the other hand, will always need to be studied separately. In
other words, while the mental level of explanation of our cognitive pro-
cesses can usefully be anchored in the physical level of explanation, there
is no point in trying to explain our particular pieces of knowledge or
belief in this way. I will now try to make this distinction clear.

The difference between process and content

What we can learn about the mind from studying the brain is how the
mind operates, in the sense of how it processes information. Scientists are
now learning more and more about the way neurons send information to
one another, the way they are organized into networks, the way these net-
works incorporate new information and the way they make use of the
information they already have. This new knowledge about the brain can
be used for building models of how we recognize people and things, how
we classify things into categories, how we learn to do things we couldn’t
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do before, how we learn to speak and later to read, and how we act on the
basis of what we believe and what we want. What we cannot learn from
studying the brain is what information there is in the mind — what you or
anyone else is thinking at any particular moment, or what knowledge you
or anyone else possesses in general.

The rest of this book is devoted to those aspects of the mind that I
believe we can understand better by using our knowledge of how the
brain works. In this chapter I explain why I nevertheless believe that no
one will ever be able to find out what you are thinking or what you know
by finding out what state your brain is in, no matter how much we learn
about the brain and how well we are able to monitor what your brain is
doing.

Token-token identity

The particular belief that T hold about the relation between the mind and
the brain is a sort of monism, since I believe that the mind is inseparable
from the brain. The sort of monism I accept is based on the difference
between types and tokens. For example, a cat is a type of animal, while an
individual cat—say, your pet Lucky —is a token of this type. Some facts are
true about cats in general, while others are true only about Lucky. The
facts about cats in general can be considered scientific laws about cats —
for example, “All cats have fur.” Facts about a particular cat — say, that
Lucky wears a purple ribbon with her name printed on it in yellow letters
—do not have the status of laws.

What does this distinction between types and tokens have to do with
the mind and the brain? It marks the difference between two ways of
thinking about the relation between mind and brain. One of these, called
the “type identity thesis,” claims that this relation can be described in
terms of general laws. In other words, for every type of mental event —all
stabbing pains in the left big toe, all thoughts that the grass is yellow, all
intentions to go to Alaska, all wishes to be a millionaire — there is a partic-
ular type of brain state or brain process that corresponds to it in every
person who is experiencing this type of mental event. This means that the
mind can be “reduced” to the brain — that is, once the brain has been
described in physical terms we will know everything there is to know
about the mind.

Adifferent way of thinking about the relation between mind and brain
is called the “token identity thesis.” Although the advocates of this thesis
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also believe that the brain is the basis substrate of the mind, they do not
agree that each type of mental event corresponds to a particular type of
brain state. What they claim, instead, is that there is a correspondence
between tokens of mental states and tokens of brain states — that every
time we think or feel or sense or want something there is some process
occurring in our brain. In other words, when Isee ared square and you see
the same red square, neurons are activated in the visual areas of my brain
and neurons are also activated in the visual areas of your brain. However,
the neurons firing in my brain when I see a red square are probably not
the same as the ones that are firing in your brain, in the sense of “same”
that we use when we say that if Tam typing the word “red” on my PC and
you are typing the word “red” on your PC with an identical keyboard we
are both depressing the same keys in the same order. Similarly, if I am
thinking that Arafat needs a shave and you are thinking that Arafat needs
ashave, it is most unlikely that the neurons activated in my brain are the
same as the ones that are activated in yours. Thus the correspondence
between mind and brain involves only tokens, not types.

Why no brain-scanning machine will ever be able to read
minds

This is why I believe that there is no need to worry that someday scientists
will be able to find out what we are thinking by hooking us up to
machines that can tell them which neurons are active in our brains. There
are, to be sure, machines that perform PET scans, which can tell what sort
of processes are going on in our brains. These machines produce pictures
that show in vivid color which parts of our brains are most active when we
are performing a mental calculation or watching a movie or listening
intently to our favorite music. Then why am I so certain that further sci-
entific progress won’t enable us to pick out the exact neurons that are
active when we are thinking that “2+2=4” or watching Casablanca or lis-
tening to the Beatles’ rendition of “Yesterday™?

To explain why I am so sure that this will never happen, I will detail
my reasons for believing that the neurons that are active in my brain
when I am thinking that “2+2=4” are not the same as the ones that are
active in yours when you are thinking the same thing. If this is the case,
then it is enough to ensure that no one will be able to “read your mind” by
“reading your brain.” Let’s assume for the sake of the argument that sci-
entists will someday be able to pick out the exact neurons that are firing
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“Gotcha!”

in my brain when I am thinking that “2+2=4” or when I am seeing a red
square or when I am intending to get some chocolate ice cream out of the
freezer. But if the neurons that are firing in my brain when I am thinking
that “2+2=4” are not the same as the ones that are active in yours when
you are thinking the same thing, then it won’t do the scientists any good
to know which ones are firing in my brain, because even if they could see
the “very same” neurons firing in your brain — that is, if they could find
neurons active in exactly the same physical location in your brain as in
mine — they would not be able to deduce that you are also thinking that
“2+2=4.” Although they might be able to deduce that you are thinking
about some numerical fact because the “numerical” area of your brain is
lit up, they wouldn’t know which particular numerical fact you are think-
ingabout. Similarly, if they discovered exactly which neurons are firing in
my brain when I am thinking that Arafat needs a shave, and they saw the
“same” neurons firing in your brain, they might be able to say that you
too are thinking about something related to the visual appearance of a
human face, but they could not deduce that you are thinking that Arafat
needs a shave.

For a more detailed example, consider the brain areas which work
together to enable us to speak, since there has been a great deal of
progress in our understanding of these areas. Not only do we know which
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areas of the brain are responsible for speech, we can even distinguish the
areas that are activated when you just have a general idea of what you are
going to say from the areas activated when you are actually forming the
sentence out of individual words. For example, we know that if a certain
area on the left side of your brain, known as Broca’s area, is electrically
active, then you are likely to be formulating a sentence that you are about
to say, because this area is a key center in the process of formulating sen-
tences for most normal people. For the small number of people whose
language centers are on the right side of their brain, this is not the case,
but the generalization is a useful one anyway because it is true for most
people.

Yet it will never be possible to use our knowledge of the brain to
predict the exact sentence you are formulating when your Broca’s area is
lit up. We might be able to say something about its general content — if,
for example, the area responsible for mathematical calculations was lit up
a fraction of a second earlier, then it is very likely that you are about to
express the result of some such calculation. But we will never be able to
predict, say, that if neurons G3, W1243 and X756 are active, then you are
about to say “2+2=4,” while if H856, Q2064, V902 and three hundred
other particular neurons are active, you are planning to say “If it takes
Faucet A 20 minutes to fill up the bathtub, while Faucet B can do the job in
30 minutes, then if both faucets are turned on the bathtub will be filled up
in 12 minutes.”

Therefore, even if “brain-readers” could map all my present thoughts
onto specific brain states by recording which neurons are firing each time
I am thinking some specific thought, this would enable them to know
only what I myself am thinking when the same configurations of neurons
fired again, and then only in case I had not learned something new about
this particular topic in the meantime. They would not be able to deduce
the specific details about what anyone else was thinking if the same con-
figuration of neurons fired in some other person’s brain, because that con-
figuration might be used to encode some other thought.

But science is built on generalizations. Being able to read one specific
person’s mind would not be worth the effort, as it would be easier just to
ask her what she is thinking. The effort of mapping neuronal configura-
tions onto thoughts would be worthwhile only if this knowledge could be
used to read other people’s minds as well, but what Iam claiming here is
that this is impossible.

Why is this so? If neuroscience has advanced to the point that we can
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tell whether you are making a mathematical calculation or imagining a
colorful scene, how can I be so sure that further advances in this area will
not allow us to figure out which particular mathematical calculation you
are making, or what scene you are imagining?

The detailed structure of everyone’s brain is different

The answer is not that the technology couldn’t be invented, since there
don’t seem to be any limits to the sorts of technology that can be invented.
It is rather that there wouldn’t be any point in it, because each person’s
knowledge is organized differently within her/his brain, so that no gener-
alizations can be made on the level of specific pieces of information. Even
if we could use some sort of advanced technology to discover precisely
which neurons in Dick’s brain are active when he is getting ready to say
“See Spot run,” it wouldn’t tell us anything about which neurons are
active in Jane’s brain when she is preparing to utter the very same sen-
tence.

There are at least two reasons for this — one connected with heredity,
and the other with environment. As in every other area where heredity
and environment are involved, the two actually interact in very complex
ways, but in order to understand their interaction we must first separate
out the two aspects.

The heredity-based reason is that the fine structure of the connections
between the neurons in different people’s brains is different, just as every-
one has different fingerprints from everyone else. Normal people all have
their middle finger longer than their other fingers, for example, but the
exact pattern of whorls on the fingertip is different for each person. We
can, of course, take everyone’s fingerprints and thus know the exact
pattern of whorls on every person’s fingers, but that will not enable us to
predict the exact pattern of the next person’s fingerprints. In the same
way, some new advanced technology might someday enable us to find out
which neurons are active in Dick’s brain when he is about to say “See Spot
run,” but this will not tell us anything about which neurons are active in
Jane’s brain when she is planning to say the same thing, because the fine
structure of the neurons in their brains is different. We may eventually
find out that there is a particular area of the brain that is active when Dick
and Jane, or anyone else for that matter, are thinking about animals, but
the particular pattern of neurons that are active when they are about to say
“See Spot run” is as individual as a fingerprint.
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The environment-based reason for the difference between people in
the exact pattern of neurons involved in planning to say “See Spot run” is
that each person learns the individual words in a different way. The way
we understand each word we know is based on the different sentences in
which we’ve heard it used, and the different things that were going on at
the time we heard these sentences. But no two people have heard exactly
the same sentences, and even in the case of those sentences that were the
same, not exactly the same thing was going on when they heard them.
Thus the neurons that encode the word “run” are connected differently
for Dick, who first encountered the word when his older brother yelled
“Look at those dogs run” while taking him for a walk in the park, than
they are for Jane, who first heard the word when her mother said “Don’t
run so fast.” Therefore the particular pattern of neurons that encodes this
word in Dick’s brain cannot be exactly the same as the pattern that
encodes it in Jane’s.

But everyone’s brain functions similarly

If no advances in our knowledge of the brain can tell us what exactly is
going on in anyone’s mind, how can this knowledge nonetheless help us
understand how the mind works? I will try to explain this with an analogy
and a counter-analogy. The philosopher Jerry Fodor, who believes that
knowledge of the brain is unnecessary for understanding the mind,
makes use of an analogy about money. Every coin or bill that constitutes
money is a concrete, physical piece of metal or paper. However, the value
of these coins and bills depends on the mathematical relationships
between them, not on their physical form —a hundred-dollar bill is worth
twenty five-dollar bills, even though the physical difference between a
hundred-dollar bill and a five-dollar bill is very small. Therefore most of
our economic laws are based on these mathematical relationships rather
than on physical facts about coins and bills. In the same way, Fodor
claims, facts about the physical structure of the brain are generally irrele-
vant for understanding the functioning of the mind.

There are, however, some generalizations about money that are based
on its physical form. For example, paper bills are generally worth more
than coins. Similarly, there are many interesting facts about our mental
processes that can be explained at least in part on the basis of the physical
processes taking place in the brain, and these facts are the subject matter
of the present book.
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A simple example may demonstrate how an aspect of the physical
world can help us understand an aspect of the mental, even though it does
not explain the mental phenomenon entirely. We know that light is a
form of electromagnetic radiation, with different colors corresponding to
different frequencies of this radiation. The radiation is the physical aspect
of light, while the mental aspect involves the different colors we see.
Nothing in our knowledge of electromagnetic radiation can explain the
“blueness” of blue or the “redness” of red. These are essentially mental
properties and will remain so no matter how much we know about the
physical structure of light. But knowing the structure of the radiation can
help us understand the structure of our color vision. The fact that blue
and green look more similar to each other than red and green is explained
quite simply by the fact that the frequencies corresponding to blue and
green are closer to each other than the frequencies corresponding to red
and green.

Itisin this way that our knowledge about the brain can be used to help
us understand how the mind works. Finding out how neurons are
arranged, how they are connected to one another, how one neuron sends a
message to another neuron, can help us build models of how information
is processed in the sort of brain that human beings actually possess, as
opposed to, say, how information is processed by digital computers, or
how it might be processed by some hypothetical rational beings from
Alpha Centauri. Let us take a look, then, at the insides of our brains.
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What is it about the human brain that allows it to be the basis for all
the complexities of the human mind, including not only language, rea-
soning and memory but emotion and intuition as well? How can this
apparently small organ, weighing an average of three pounds, effortlessly
accomplish many tasks, such as face and voice recognition, that are quite
difficult for extremely sophisticated computers?

The basis for all these remarkable accomplishments is the great com-
plexity of the connections between the elementary units that make up the
brain — the neurons, or nerve cells. First of all, there are billions of
neurons in the brain. Second, each individual neuron makes contact with
about ten thousand other neurons, so that the actual number of connec-
tions between the neurons in the brain is astronomical.

Moreover, there are at least two different levels of connections involved.
The brain can be subdivided into a number of modules — large-scale units
consisting of some tens or hundreds of thousands of neurons. We do not
know exactly how many such modules there are, but a fair estimate would
be on the order of hundreds. Within each of these modules all the neurons
are connected with all the other neurons, either directly or at one or two
removes. It is because of the intricate connections among the individual
neurons in each module that we call the modules neural networks.

How do these modules work?

Each module or network of this sort is responsible for one aspect or stage
of some particular mental process, such as recognizing familiar faces or
finding the right words for the sentences you are planning to say. In fact,
since the system as a whole is so intricately interconnected, the same
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module often plays a part in more than one process. For example, there is
evidence that some of the modules involved in seeing objects in the world
are also involved in forming mental images of these objects. Likewise, the
modules involved in understanding sentences also play a part in the
process of producing sentences, so that we can monitor what we are
saying to make sure that it isn’t total gibberish.

In order for each individual module to play its part in each of the pro-
cesses it is involved in, it must be connected to a number of other
modules. For example, the face-recognition module must receive infor-
mation from the shape- and color-perception modules, and must in turn
convey its information to the module that contains the names of the
people whose faces we recognize as familiar. The word-finding module
must receive information from some planning module, and must interact
with the module that arranges the words into grammatical sentences.

The interaction of the word-finding module with the grammar
module illustrates the complexity of the connections between the various
modules. They are not connected in only one direction — planning sen-
tences to finding words to stringing the words together to uttering the
sentences. There is a great deal of feedback along the way — some of the
words for a sentence may be chosen before the grammatical structure is
selected, but other words, especially function words like “in” or “but,”
may well be chosen only afterwards. Moreover, many of the feedback
loops involve several modules, not merely two of them.

Thus the complexity of our thinking is embodied in a doubly complex
tangle of neurons in our brains — the local complexity of the thousands of
units within each network and the overall complexity of the feedback
loops between the networks. In order to understand the complexity of
our mental processes, therefore, we must first have a basic understanding
of the workings of the neurons and modules in the brain. Neurobiologists
have discovered a great many facts about the workings of the individual
neurons in the brain, and how each one sends its messages to the next
ones. I will present here only those facts that are most relevant to our
understanding of the process of communication within neural networks.
In contrast, much less is known about how cells work together to form
networks — how they work in concert as large groups. Here I will present
some of the latest and most exciting discoveries and theories in this area—
the ones that form the basis for the belief that every individual piece of
information is stored in a whole network rather than in an individual
nerve cell, while every mental process requires the interconnected activity
of a number of networks.
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Figure 3.1. Schematic drawing of a typical neuron, or nerve cell. The inset at
the upper right shows the synaptic gaps between axonal branch terminals of
several sending neurons and dendritic tips of the receiving neuron.

How do neurons interact?

The first question is how the individual neurons operate. A schematic
drawing of a single neuron is shown in Figure 3.1. The round body of the
neuron is known as the cell body or soma. It serves all the usual functions
of cell bodies — manufacturing energy for the cell’s work from appropriate
chemicals that it takes in from the blood stream, excreting wastes, manu-
facturing the specific chemicals that this particular cell is meant to
produce. In addition, the membrane or outer covering of the neuron’s
soma collects electric charge, somewhat in the way a rechargeable battery
does.

The dendrites, as you can see in the figure, are thin filaments forming a
bush-like structure. Each of these dendrites can conduct a weak electric
charge along its membrane to the body of the cell. If enough of these weak

23



24

THE BRAIN-SHAPED MIND

charges arrive at the cell body within a small interval so that its mem-
brane becomes charged to a critical point, it will discharge its electricity
along the long filament leading out of the cell, which is known as the
axon. At the end of the axon are branching filaments which form bushes
similar to those on the dendrite side. The important difference is that the
axonal branches conduct electricity outwards from the cell body, while
the dendrites conduct it inwards to the cell body.

When scientists first realized that electricity is conducted within nerve
cells, they believed that these cells also send messages to one another by
means of electric currents. This has turned out to be true of only a very few
types of neurons. In general, it has been found that there is a gap, known
as a synapse or synaptic junction, between one cell and the next.
Although an axonal branch leading out of Cell A may come very very close
to a dendrite leading into Cell B (see the enlarged inset at the upper right
of Figure 3.1), the two do not touch and no electricity is conducted from
one to the other. Since this is the case, how does the message get across the
gap?

The way the message gets across is by means of a chemical known as a
transmitter. There are several types of chemical that function as transmit-
ters, but the differences between them are not important for our pur-
poses. These transmitters are stored in little sacs called vesicles near the
tips of the axonal branches. When the electric current reaches the tips of
the branches it causes the vesicles to fuse with the membrane covering the
branch tips, which then opens, so that the molecules of the transmitter
spill out into the fluid between the cells (see Figure 3.2). These molecules
then spread out in the fluid, and since the gap between the branch tips of
Cell A and the dendrite tips of Cell B is very narrow, many of the mole-
cules hit the membrane of the Cell B dendrites.

The dendrite membrane is studded with big protein molecules called
receptors, which are shaped so that the molecules of the transmitter can
fitinto them the way a key fits into a lock. As each transmitter molecule is
caught up into a receptor molecule, it increases (or, in some cases,
decreases) the electric charge on the dendrite membrane by a small
amount. It does this by causing pores to open in the cell membrane, thus
allowing charged particles (ions) to flood into the cell. Increasing the
charge on a neuron’s membrane is called activation, while decreasing the
charge is called inhibition.

The charge on the membrane is then conducted down the dendrite to
the cell body, where it combines with the charges from other dendrites. If
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Figure 3.2. When the synaptic vesicles reach the membrane at the end of the
axon tip, they fuse with the membrane and open up to release their molecules
of neurotransmitter into the synaptic gap.

the total combined charge from all the dendrites is large enough, it will
lead once again to a discharge of electricity down the axon, as described
above. This cascade of activation continues over and over again to consti-
tute the process of message transmission within the brain (see Figure 3.3).

Although the process always occurs in the same way, its individual
stages contain aspects that can vary. For example, the amount of transmit-
ter emitted by a cell can be greater or smaller. Moreover, the transmitter
has to be taken back into the emitting neuron shortly after it is emitted, as
otherwise the absorbing neuron would keep on being activated all the
time, and not only when a message needs to be sent. This process of re-
uptake can be quicker or slower; the slower it is, the more strongly the
second neuron is activated. In addition, the second neuron can have more
or fewer receptors per unit area in its membrane at the point of the
synapse. The more receptors, the more strongly the receiving neuron is
activated. All these variables affect the strength of the synapses between
the neurons.
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Figure 3.3. Many axonal branches converge on the dendrites of each neuron,
and the axonal branches of each neuron diverge to transmit their message to
the dendrites of many other neurons.

How are neural networks formed?

How do the individual neurons work together to form networks? We saw
that the charge produced by the transmitter fitting itself into the receptor
of the dendrite membrane is quite weak. Moreover, it tends to dissipate
within a very short time if it is not reinforced by many other charges arriv-
ing at the membrane during this interval. The dendrites of the receiving
neuron must therefore get many more activating chemical messages than
inhibiting ones within a short period of time if the cell body is to collect
enough electric charge to send a current of electricity down the axon, thus
passing the message on.

It is therefore important to know which axon branches synapse with
which dendrites. If all the messages received by the dendrites of a particu-
lar neuron came from the axon branches of one other neuron, there
would be no point in having so many dendrites and so many axon
branches, since the message of Cell A would be picked up only by Cell B.
The point of each neuron having so many dendrites and so many axon



How neurons form networks

branches is that it can receive messages from very many neurons and send
out messages in its turn to very many other neurons. Thus the axon
branches spread out widely, forming synapses with dendrites of many
different neurons.

But how does this help create a network? If each neuron sends mes-
sages to tens of thousands of other neurons, it would seem to yield a
widely branching tree-like structure rather than a network. What creates
the network is the fact that if Cell A transmits a message to Cell B, this
does not prevent Cell B from transmitting a message to Cell A as well. Or
Cell A might send a message to Cell B, which sends a message to Cell C,
which then sends a message to Cell A. Such loops can exist with different
numbers of neurons in the chain, and in a wide variety of combinations.
Groups of tens or hundreds of thousands of neurons in which such
message loops exist constitute the neural networks, the networks of the
brain which serve as the basis for all our perception, our thinking, our
memory, and the planning of our actions.

How are the modules connected?

The connections between neurons are not confined to those within indi-
vidual networks. In order for the brain to process the information gained
through perception and to plan actions to further our goals through the
use of this information, the various modules must be connected with one
another. In order for us to run away from a tiger, say, the neurons in the
visual perception module must send a message about what it has seen to
those in the module containing the images of animals, which in turn
must send a message to the ones in the module that stores information
about various animals. This module must then send its message about the
tiger to the module that controls the actions of our muscles, which in turn
sends the message to the muscles that tells them to run away. (This is, to
be sure, only a very simplified sketch; there are actually many more
modules involved, such as the ones in the limbic system which cause us to
feel fear, and the ones in the cerebellum which co-ordinate the activities
of our limbs.)

The connections between neurons in different modules are essentially
the same as the ones between neurons in the same module, except that
the axons are longer when messages are sent to another module — long
enough to be able to reach the next module, in whatever part of the brain
it may be.
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The connections between the neurons keep changing

One of the most important features of the synapses between neurons is
that they can change as a result of experience. This property of the synap-
ses is called plasticity, as a (soft) plastic object can easily be shaped into dif-
ferent forms. Our next question is thus how the synapses change. This
question has two parts: What causes the synapses to change, and how
does this change take place?

Changes in the synapses occur according to a principle known as
Hebb’s rule: Every time a neuron fires after receiving an excitatory input
from another neuron, the synapse linking the two neurons is strength-
ened. From the outset all the neurons in a network are connected with
one another, whether directly or at one or two removes, as we have seen,
and new synapses are rarely formed after the first period of neural devel-
opment. Therefore almost all learning in the brain occurs through the
strengthening or weakening of the existing links between the neurons.
Each time one neuron provides part of the input needed for another
neuron to fire, the synapse between the two is strengthened just a little
bit. As a result, the second neuron is just that little bit more likely to fire
the next time it receives an input from the first one, thus strengthening
the synapse a little bit more. If this process is repeated over and over
again, it results in very strong links between particular neurons.

As we have seen, messages are transmitted across a synapse in several
stages, and the strengthening of the link can be accomplished by changes
in any one or more of these stages. In the stage of transmitter release,
more transmitter molecules can be released by the vesicles of the first
neuron into the synaptic gap. The re-uptake of the transmitter molecules
can also occur more slowly, so they have more time to act on the mem-
brane of the receiving neuron. In addition, more receptors can be formed
in the membrane of the receiving neuron, so that the impact of the trans-
mitter will be greater. There are also other ways in which the synapses can
be strengthened, but this sample should provide an idea of the variety of
methods that can be used.

Weakening of synapses does not occur directly; there is no specific
occurrence that can make a synapse weaker, in the way that it can be made
stronger by the firing of the receiving neuron just after the firing of the
transmitting neuron. Not very much is known about this process, but it
has been speculated that connections that are never or rarely used gradu-
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ally become weaker, by a reversal of some of the mechanisms that make
the often-used connections stronger.

In subsequent chapters we will see how this whole system serves as the
physical basis for the phenomena we call “mind.” The synapses between
the neurons store all our memories, all our plans for action, all our knowl-
edge of the world, all our hopes and fears, and the changes in these synap-
ses constitute all our learning, whether from formal schooling or from
our life experiences.
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Now that we have some idea of how the neurons in the brain form
networks and how these networks operate, we are in a position to take a
good look at the question of how the mind works. Remember that we are
assuming that the functions of the mind — how we learn new things, how
we remember the things we have learned, how we combine the things we
have learned to create new entities —are embodied to a great extent in the
workings of the brain. The question we are now asking is how these func-
tions of the mind are shaped by the paths taken by currents of electricity
and wandering molecules within the brain.

The latest theories about how the functions of the mind are grounded
in the operations of the brain are known as “connectionist” theories or
models. The difference between the theories and the models that is
important for our purposes here is that the theories are attempts to for-
mulate general rules about how the mind performs its various functions,
whereas the models are attempts to simulate these functions on comput-
ers. The theories are like all new scientific theories — they are systems of
generalizations that are based on a new way of looking at accumulated
observations which no longer seem to fit the old theories very well. The
new generalizations are then examined to see how they could be tested,
and experiments are carried out to see if the predictions made by the new
theories are fulfilled. If the experiments give the hoped-for results, then
we have more faith in the theory, and we try to elaborate it to cover more
details, and expand it to new areas.

A model is a way of testing theories that is often used in place of experi-
ments in conditions where actual experiments would be too costly, unethi-
cal or even impossible. For example, space flight simulators are used to see
how weightlessness affects humans. We can’t wait until humans are actu-
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ally sent into space to see how weightlessness will affect them. If there are
some severely harmful effects, we may not be able to get the people back in
time to prevent these effects from getting worse. That’s why we use simula-
tors, such as huge tanks of water in which the astronauts are immersed to
see what happens to them when they are effectively weightless for long
periods of time. This way they can be taken out of the weightless environ-
ment immediately if anything goes wrong.

Computer models

Computer models of mental functioning serve a similar purpose. We can’t
open up people’s heads just to see what’s going on inside. Occasionally, it’s
true, we do have to open up some people’s heads to remove a brain tumor.
In cases like this, it is very important to have a way of finding out what
functions are served by the area of brain tissue immediately surrounding
the tumor, so that the surgeon will know which way to make the cut. Fora
purpose such as this it is clearly ethical to stimulate various neurons and
see how the patient responds. (Brain operations of this sort are done while
the patient is awake, using only local anesthesia for the skull, as the brain
itself has no pain receptors.) However, there is a very limited amount of
time available during the operation for asking the patient the questions
essential for the proper conduct of the operation, and there is no way that
the detailed observations necessary for testing theories about the mind
could be made.

The recent development of PET scans does provide a way of finding
out which modules of the brain are involved in the performance of
various tasks, and this provides exciting corroboration of some connec-
tionist theories. PET scans, however, can show us only the activity of large
groups of neurons; they cannot tell us how the individual neurons acti-
vate or inhibit one another to form the network modules.

To be sure, cognitive psychologists, working from the perspective of
the mind rather than the brain, have been performing experiments for
several decades to see how some mental processes, such as recognizing
and naming objects, remembering words and facts, reading words, and
understanding sentences, are accomplished by the combined working of
various modules in the mind. The experiments we can do to study such
processes, however, are only of a few very simple sorts, such as asking dif-
ferent kinds of questions and seeing how long it takes people to answer
them. This provides us with some information, but not enough.

3